GLOBAL PROPERTIES OF SOLUTIONS OF THE FUNCTIONAL DIFFERENTIAL EQUATION

\[ X(T)X'(T) = KX(X(T)), \quad 0 < |K| < 1 \]

SVATOSLAV STANEK †

Abstract. Maximal solutions of the functional differential equation \( x(t)x'(t) = kx(x(t)) \) with \( 0 < |k| < 1 \) are considered. It is shown that properties of maximal solutions depend on the sign of the parameter \( k \). The structure of all maximal solutions is completely described for \( k \in (-1, 0) \). If \( k \in (0, 1) \) then the structure of maximal solutions is described only for such maximal solutions \( x \) for which the equation \( x(t) - t = 0 \) is solvable.

Key Words. Iterative functional differential equation, maximal solution, existence, continuation, global properties, structure of solutions.

AMS(MOS) subject classification. 34K15

1. Introduction. In this paper we consider global properties of solutions for the functional differential equation

\[ x(t)x'(t) = kx(x(t)), \]

where \( k \neq 0 \) is a constant. Equation (1) belongs to the class of iterative functional differential equations in which iterations of the unknown function \( x \) appear. Local and global properties of solutions for first order iterative functional differential equations were considered in many papers. Local properties for instance in [4], [5], [7]–[12] and global properties for example in [6], [8], [9].
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Equation (1) unlike equations studied in [4]–[19] is a singular functional differential equation since on its left hand side we have \( x(t)x'(t) \) and some solution \( x(t) \) of this equation may be vanished at a point. We note that equation (1) with \( k = 1 \) appeared in [1], [2] and [3, p. 239]. G. Barba [1] by equation (1) with \( k = 1 \) studied curves having certain properties.

Global properties of solutions for equation (1) depend on values of the parameter \( k \). In this paper we consider especially global properties of solutions for equation (1) with \( k \in (-1,0) \cup (0,1) \). The consideration of global properties of solutions for equation (1) with \( |k| \geq 1 \) is an open problem.

The paper is organized as follows. In Section 2 we give definitions of a solution and a maximal solution of (1), present some properties of solutions of (1) with \( k \neq 0 \) (Lemmas 1–3) and \( k \in [-1,0) \cup (0,1] \) (Lemma 4, Theorem 1) and prove local existence and uniqueness results for problem (1), \( x(a) = a \) with \( k \in (-1,0) \cup (0,1) \) (Lemma 5, Corollary 2). In Section 3 we consider properties of maximal solutions of (1) with \( k \in (0,1) \) and describe the structure of all maximal solutions \( x \) for which the equation \( x(t) - t = 0 \) is solvable (Theorems 2 and 3). Finally, in Section 4, the structure of all maximal solutions of (1) with \( k \in (-1,0) \) is completely described in Theorems 4 and 5.

2. Definitions, auxiliary results.

**Definition 1.** We say that \( x \) is a solution of (1) on an interval \( J \) if \( x \) has the derivative on \( J \) and (1) is satisfied for \( t \in J \).

**Remark 1.** If \( x \) is a solution of (1) on an interval \( J \) and \( I \subset J \) is an interval such that \( x(t) \neq 0 \) for \( t \in I \), then from the equality \( x'(t) = k \frac{x(t)}{x(t)} \), \( t \in I \), it follows that \( x \in C^1(I) \).

**Definition 2.** Let \( x \) and \( y \) be solutions of (1) on intervals \( J \) and \( I \), respectively. If \( J \subset I \), \( J \neq I \) and \( x(t) = y(t) \) for \( t \in J \), then we say that \( y \) is a continuation of \( x \). In addition, we say that \( y \) is a left (resp. right) continuation of \( x \) if \( \inf \{t : t \in I\} < \inf \{t : t \in J\} \) (resp. \( \sup \{t : t \in I\} > \sup \{t : t \in J\} \)). A solution \( x \) of (1) is said to be a maximal solution of (1) if \( x \) has no continuation.

**Remark 2.** The function \( x(t) = 0 \) for \( t \in \mathbb{R} \) is a maximal solution of (1) on \( \mathbb{R} \).

**Remark 3.** Let \( x \) be a maximal solution of (1) on an interval \( J \). If \( x(t) \neq 0 \) for \( t \in J \) then from the equality \( x'(t) = k \frac{x(t)}{x(t)} \) it may be concluded that \( C^\infty(J) \).

The following lemma is obvious.
**Lemma 1.** Let \( x \) be a solution of (1) on an interval \( J \). Then
\[
x : J \to J.
\]

**Lemma 2.** Let \( x \) be a maximal solution of (1) on an interval \( J \). Then, for each \( m \in \mathbb{R} \), \( m \neq 0 \), the function \( z(t) = \frac{1}{m} x(mt) \) is a maximal solution of (1) on the interval \( I = \{ t : mt \in J \} \).

Proof. Let \( m \in \mathbb{R} \), \( m \neq 0 \), and let \( z(t) = \frac{1}{m} x(mt) \) for \( t \in I = \{ t : mt \in J \} \). Then
\[
z(t)z'(t) = \frac{1}{m} x(mt)x'(mt) = \frac{k}{m} x(x(mt)) = \frac{k}{m} x(mx(t)) = k z(z(t))
\]
for \( t \in I \). Whence \( z \) is a solution of (1) on the interval \( I \). If \( z \) is not a maximal solution of (1) then there exists a continuation \( \tilde{z} \) of \( z \) on an interval \( I_1, I \subset I_1, I \neq I_1 \). Let \( J_1 = \{ t : \frac{1}{m} \in I_1 \} \) and \( \tilde{z}(t) = m\tilde{z}(\frac{t}{m}) \) for \( t \in J_1 \). Then \( \tilde{x} \) is a solution of (1) on the interval \( J_1 \) and since \( J \subset J_1, J \neq J_1 \), we see that \( \tilde{x} \) is a continuation of \( x \), which is impossible. \( \square \)

**Lemma 3.** Let \( x \) be a solution of (1) on an interval \( J \) and \( x(t_0) \neq 0 \) for some \( t_0 \in J \). Then \( x'(t_0) \neq 0 \).

Proof. Suppose that \( x'(t_0) = 0 \). Then
\[
x(x(t_0)) = 0
\]
and since \( x(t_0) \neq 0 \) there is the maximal interval \( I \subset J, t_0 \in I \), such that \( x(t) \neq 0 \) for \( t \in I \). In addition, from (2) and \( x'(x(t_0)) \in \mathbb{R} \) we deduce that
\[
|x(t)| \leq S|t - x(t_0)|
\]
for \( t \in U(x(t_0), \epsilon) \cap J \), where \( U(x(t_0), \epsilon) \) is an \( \epsilon \)-neighbourhood of \( t = x(t_0) \) and \( S = |x'(x(t_0))| + 1 \). Let \( \delta > 0 \) be a positive number such that \( |x(t) - x(t_0)| < \epsilon \) for \( t \in U(t_0, \delta) \cap I \). Then
\[
|x(x(t))| \leq S|x(t) - x(t_0)|
\]
for \( t \in U(t_0, \delta) \cap I \) which follows from (3). Now, by (4),
\[
|x(t) - x(t_0)| = \left| \int_{t_0}^{t} x'(s) \, ds \right| = |k| \left| \int_{t_0}^{t} \frac{x(x(s))}{x(s)} \, ds \right| \leq |k|S \left| \int_{t_0}^{t} \frac{|x(s) - x(t_0)|}{|x(s)|} \, ds \right|
\]
and applying the Gronwall lemma, we have \( x(t) = x(t_0) \) for \( t \in U(t_0, \delta) \cap I \). Let \( I_* \subset J, t_0 \in I_* \), be the maximal interval with the property that \( x(t) = \)
To prove $I_* = J$, we assume for example that $\alpha = \sup\{t : t \in I_*\} < \sup\{t : t \in J\}$. Then $\alpha \in I_*$, and consequently $x(\alpha) = x(t_0) \neq 0$ and $x'(\alpha) = 0$. If we proceed analogously to the first part of our proof (now with $\alpha$ instead of $t_0$) we show that $x(t) = x(t_0)$ on a right neighbourhood of $t = \alpha$, contrary to the definition of $\alpha$. Whence $x(t) = x(t_0)$ for $t \in J$ and then $0 = x(t)x'(t) = kx(x(t)) = kx(t_0)$, contrary to $x(t_0) \neq 0$.

**Corollary 1.** Let $x$ be a solution of (1) on an interval $J$ and $x(t_1) = x(t_2) = 0$ for some $t_1, t_2 \in J$. Then $x(t) = 0$ for $t \in [t_1, t_2]$.

**Proof.** If $x(t) \neq 0$ on $[t_1, t_2]$ then there exists $\xi \in (t_1, t_2)$ such that $x(\xi) \neq 0$ and $x'(\xi) = 0$, which contradicts Lemma 3.

**Lemma 4.** Let $0 < |k| \leq 1$. Let $x$ be a maximal solution of (1) on an interval $J$ and $x(t_0) = x'(t_0) = 0$ for some $t_0 \in J$. Then $J = \mathbb{R}$ and $x(t) = 0$ for $t \in \mathbb{R}$.

**Proof.** Assume the assertion of our lemma is false. If $x(t) = 0$ for $t \in J$ and $J \neq \mathbb{R}$, then $y = 0$ on $\mathbb{R}$ is a continuation of $x$, which is impossible. Hence $x(t) \neq 0$ on $J$. Set $J_1 = \{t : t \in J, x(t) = 0\}$. Then $t_0 \in J_1$, $J_1 \neq J$ and, by Corollary 1, $J_1$ is an closed interval in $J$ (possibly one point). Let

$$a = \inf\{t : t \in J_1\}, \quad b = \sup\{t : t \in J_1\}.$$

From the equalities $0 = x(t_0)x'(t_0) = kx(x(t_0)) = kx(0)$ we deduce that $0 \in J_1$ and so $-\infty \leq a \leq \min\{0, t_0\}$, $\max\{0, t_0\} \leq b \leq \infty$. Set $\mathcal{M} = \{a, b\} \cap \mathbb{R}$. Clearly $\mathcal{M} \neq \emptyset$ and since $x$ is a maximal solution of (1) on $J$, we have $\mathcal{M} \subset J$. Even each point of $\mathcal{M}$ is an inner point of $J$ since in the opposite case there exists a continuation of $x$ which is the function $y_a : (-\infty, a) \cup J \to \mathbb{R}$,

$$y_a(t) = \begin{cases} 0 & \text{for } t \in (-\infty, a) \\ x(t) & \text{for } t \in J \end{cases}$$

provided $a \in \mathcal{M}$ and the function $y_b : J \cup (b, \infty) \to \mathbb{R}$,

$$y_b(t) = \begin{cases} x(t) & \text{for } t \in J \\ 0 & \text{for } t \in (b, \infty) \end{cases}$$

provided $b \in \mathcal{M}$.

Assume $b \in \mathcal{M}$. If $a < 0 < b$ then $x(b) = x'(b) = 0$, and so there exists $\varepsilon > 0$, $b + \varepsilon \in J$ such that $|x(t)| < \min\{|a|, b\}$ for $t \in [b, b + \varepsilon]$. Then $x(t)x'(t) = kx(x(t)) = kx(0) = 0$ for $t \in [b, b + \varepsilon]$ which implies $x(t) = 0$ for these $t$, a contradiction. Hence either $b = 0$ or $b = \infty$ provided $a < 0$. Let $a = 0$. Then $x(t) \neq 0$ for $t \in (-\infty, 0) \cap J$ and $x(0) = x'(0) = 0$. Let
c > 0 be such number that \([-c, c] \subset J\) and fix \(\mu \in (0, 1)\). We now show that 
\(|x(t)| < \mu |t|\) for \(t \in [-c, c] \setminus \{0\}\). If not, there exists \(\tau \in [-c, c] \setminus \{0\}\) such that 
\(|x(t)| < \mu |t|\) for \(t \in (-|\tau|, |\tau|) \setminus \{0\}\) and \(|x(\tau)| = \mu |\tau|\) which follows from the 
equalities \(x(0) = x'(0) = 0\). Then \(|x(x(t))| < \mu^2 |t|\) for \(t \in (-|\tau|, |\tau|) \setminus \{0\}\) and so
\[
x^2(\tau) \leq 2|k| \int_0^{|\tau|} |x(x(s))| \, ds < 2|k| \mu^2 \int_0^{|\tau|} s \, ds = |k| \mu^2 \tau^2 \leq \mu^2 \tau^2,
\]
contrary to \(|x(\tau)| = \mu |\tau|\). Hence \(|x(t)| \leq \mu |t|\) for \(t \in [-c, c]\) and each 
\(\mu \in (0, 1)\) which implies \(x = 0\) on \([-c, c]\), contrary to \(a = 0\). Summarizing, we have proved that \(a < 0\) and either \(b = 0\) or \(b = \infty\). In a similar way we can show that \(b > 0\) and either \(a = 0\) or \(a = -\infty\). Consequently, \(a = -\infty\) and \(b = \infty\). Then \(J_1 = \mathbb{R}\), a contradiction.

\textbf{Theorem 1.} Let \(0 < |k| \leq 1\) and \(x \neq 0\) be a nontrivial maximal solution 
of (1) on an interval \(J\). Then \(x'(t) \neq 0\) for \(t \in J\). In addition,

a) if \(x(t) \neq 0\) for \(t \in J\) then \(x'(t) \text{sign } k > 0\) for \(t \in J\),
b) if \(x(t_0) = 0\) for some \(t_0 \in J\) then \(t_0 = 0\), \(x(t) \neq 0\) for \(t \in J \setminus \{0\}\) and \(k > 0\).

\textit{Proof.} If \(x'(\xi) = 0\) for some \(\xi \in J\) then \(x(\xi) = 0\) by Lemma 3. Now 
Lemma 4 gives \(J = \mathbb{R}\) and \(x = 0\), contrary to our assumption \(x \neq 0\). Hence \(x'(t) \neq 0\) for \(t \in J\).

If \(x(t) \neq 0\) for \(t \in J\) then from the equality
\[
x'(t) = k \frac{x(x(t))}{x(t)},
\]
we deduce that \(x'(t) \text{sign } k > 0\) for \(t \in J\).

Assume \(x(t_0) = 0\) for some \(t_0 \in J\). Then \(x'(t_0) \neq 0\). If there exists 
\(t_1 \neq t_0\) such that \(x(t_1) = 0\) then \(x(t) = 0\) on the interval with the end points 
\(t_0\) and \(t_1\) by Corollary 1. Whence \(x(t_0) = x'(t_0) = 0\), contrary to Lemma 4.
If \(t_0 \neq 0\) then \(0 = x(t_0)x'(t_0) = kx(x(t_0)) = kx(0)\), and so \(x(0) = 0\), a 
contradiction. Hence \(t_0 = 0\) and \(x(t) \neq 0\) for \(t \in J \setminus \{0\}\). Now from \(x'(0) \neq 0\) we see that \(x(t) \text{sign } x'(0) < 0\) for \(t \in (-\infty, 0) \cap J\) and \(x(t) \text{sign } x'(0) > 0\) for \(t \in (0, \infty) \cap J\) which imply \(x(x(t)) \text{sign } t > 0\) for \(t \in J \setminus \{0\}\). If \(k < 0\) then 
\(x(t)x'(t) \text{sign } t < 0\) for \(t \in J \setminus \{0\}\), and so \((x^2(t))' > 0\) for \(t \in (-\infty, 0) \cap J\), 
\((x^2(t))' < 0\) for \(t \in (0, \infty) \cap J\), contrary to \(x(0) = 0\). Hence \(k > 0\). \qed

\textbf{Lemma 5.} Let \(0 < |k| < 1\), \(a > 0\) and
\[
0 < \varepsilon < a \min \left\{ 1, \frac{1}{2\sqrt{|k|}}, \frac{1}{\sqrt{|k|}} - 1, \frac{1 - |k|}{4|k|} \right\}.
\]
Then there exists the unique solution $x$ of (1) on the interval $J = [a - \varepsilon, a + \varepsilon]$ such that $x(a) = a$.

**Proof.** Let $\mathbf{X}$ be the Banach space of continuous functions $x : J \to \mathbb{R}$ with the norm $\|x\| = \max\{|x(t)| : t \in J\}$ where $J = [a - \varepsilon, a + \varepsilon]$. Let

$$
\Omega = \{x : x \in \mathbf{X}, x(a) = a, |x(t_1) - x(t_2)| \leq |t_1 - t_2| \text{ for } t_1, t_2 \in J\}.
$$

Then $\Omega$ is a closed bounded subset of $\mathbf{X}$ and, for each $x, y \in \Omega$ and $t \in J$, we have $x : J \to J, a - \varepsilon \leq x(t) \leq a + \varepsilon$,

$$
|x(x(t)) - y(y(t))| \leq |x(x(t)) - y(y(t))| + |x(y(t)) - y(y(t))| \\
\leq |x(t) - y(t)| + \|x - y\| \leq 2\|x - y\|
$$

and

$$
a^2 + 2k \int_a^t x(x(s)) \, ds \geq a^2 - 2|k|(a + \varepsilon)\varepsilon > a^2 - 4|k|a\varepsilon \\
> a^2 - 4|k|a^2 \frac{1 - |k|}{4|k|} = |k|a^2.
$$

Define the operator $\mathcal{L} : \Omega \to \mathbf{X}$ by the formula

$$
(\mathcal{L}x)(t) = \sqrt{a^2 + 2k \int_a^t x(x(s)) \, ds}.
$$

By (8),

$$
(\mathcal{L}x)(t_1) + (\mathcal{L}x)(t_2) \\
= \sqrt{a^2 + 2k \int_a^{t_1} x(x(s)) \, ds} + \sqrt{a^2 + 2k \int_a^{t_2} x(x(s)) \, ds} \\
\geq 2\sqrt{|k|a},
$$

and

$$
(\mathcal{L}x)(t) + (\mathcal{L}y)(t) \\
= \sqrt{a^2 + 2k \int_a^t x(x(s)) \, ds} + \sqrt{a^2 + 2k \int_a^t y(y(s)) \, ds} \\
\geq 2\sqrt{|k|a}
$$

for $x, y \in \Omega$ and $t, t_1, t_2 \in J$. Hence from the inequalities (cf. (7), (9) and (10))

$$
|(\mathcal{L}x)(t_1) - (\mathcal{L}x)(t_2)| = \frac{|((\mathcal{L}x)(t_1))^2 - ((\mathcal{L}x)(t_2))^2|}{(\mathcal{L}x)(t_1) + (\mathcal{L}x)(t_2)}
$$
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\[ C(x)(t) - C(y)(t) < \int_{t_1}^{t_2} |x(t)| \, ds \]

where \( x, y \in \Omega \) and \( t, t_1, t_2 \in J \), we deduce that \( \mathcal{L} : \Omega \to \Omega \) and \( \mathcal{L} \) is contractive since \( \frac{2^{\sqrt{|k|} \epsilon}}{a} < 1 \). By the Banach fixed point theorem, there exists a unique fixed point \( x \) of the operator \( \mathcal{L} \). Then

\[ x(t) = \sqrt{a^2 + 2k \int_a^t x(s) \, ds}, \quad t \in J, \]

and we see that \( x \) is the unique solution of (1) on the interval \( J \) satisfying \( x(a) = a \).

**Corollary 2.** Let \( 0 < |k| < 1 \), \( a < 0 \) and let \( \epsilon \) satisfy inequalities (6). Then there exists the unique solution \( x \) of (1) on the interval \( J = [a - \epsilon, a + \epsilon] \) such that \( x(a) = a \).

**Proof.** By Lemma 5, there exists the unique solution \( y \) of (1) on the interval \( I = [-a - \epsilon, -a + \epsilon] \) such that \( y(-a) = -a \). Set \( x(t) = -y(-t) \) for \( t \in J = [a - \epsilon, a + \epsilon] \). Then \( x \) is a solution of (1) on the interval \( J \) which follows from the proof of Lemma 2 with \( m = -1 \), and \( x(a) = a \). To prove the uniqueness of \( x \), assume that \( x_1 \) is another solution of (1) on \( J \) and \( x_1(a) = a \). Then \( y_1(t) = -x_1(-t) \), \( t \in I \), is a solution of (1) on \( I \) and \( y_1(-a) = -a \). Hence \( y = y_1 \) by Lemma 5, and so \( x = x_1 \). \qed

**3. Equation** \( x(t)x'(t) = kx(x(t)) \), \( 0 < k < 1 \).

**Lemma 6.** Let \( 0 < k < 1 \) and \( x > 0 \) be a maximal solution of (1) on an interval \( J \). Then \( J = (A, \infty) \) with an \( A \in (-\infty, 0] \) and \( \lim_{t \to A^+} x(t) = 0 \), \( \lim_{t \to \infty} x(t) = \infty \). Moreover, for \( A < 0 \), we have \( \lim_{t \to A^+} x'(t) = \infty \).
Proof. Our assumptions $x > 0$ and $0 < k < 1$ imply $x' > 0$ on $J$. Set

$$A = \inf\{t : t \in J\}, \quad B = \sup\{t : t \in J\}.$$  

Then $A \geq -\infty$ and Lemma 1 gives $0 < B \leq \infty$. Suppose $B < \infty$. We are going to show that $B \in J$. Let $B \notin J$. Since $x$ is increasing on $J$, there exists $\lim_{t \to B^-} x(t) = \beta$ and $0 < \beta \leq B$. Define $y : J \cup \{B\} \to \mathbb{R}$ by

$$y(t) = \begin{cases} x(t) & \text{for } t \in J \\ \beta & \text{for } t = B. \end{cases}$$

Taking the limit as $\varepsilon \to B^-$ in the equalities

$$y(\varepsilon) - y(t) = x(\varepsilon) - x(t) = k \int_t^\varepsilon \frac{x(s)}{x(s)} \, ds = k \int_t^\varepsilon \frac{y(s)}{y(s)} \, ds, \quad \varepsilon, t \in J,$$

we get

$$\beta - y(t) = k \int_t^B \frac{y(s)}{y(s)} \, ds, \quad t \in J.$$  

Hence

$$y'(B) = \lim_{t \to B^-} \frac{\beta - y(t)}{B - t} = \lim_{t \to B^-} \frac{k}{B - t} \int_t^B \frac{y(s)}{y(s)} \, ds = \frac{k y(y(B))}{y(B)},$$

and consequently $y$ is a solution of (1) on the interval $J \cup \{B\}$. Then $y$ is a right continuation of $x$, a contradiction. Whence $B \in J$. If $x(B) < B$ then the problem

$$y' = k \frac{x(y)}{y}$$

(11)

$$y(B) = x(B)$$

(12)

has a unique solution $y$ on a neighbourhood $U$ of the point $t = B$ since $x \in C^1(J)$. On the other hand $x$ is a solution of problem (11), (12) on $J$, and so $x(t) = y(t)$ for $t \in J \cap U$. One can easy verify that the function $z : J \cup U \to \mathbb{R}$,

$$z(t) = \begin{cases} x(t) & \text{for } t \in J \\ y(t) & \text{for } t \in U \setminus J \end{cases}$$
is a right continuation of \(x\), which is impossible. Hence \(x(B) = B\) but in this case there exists a right continuation of \(x\) by Lemma 5, which is again impossible. We have proved that \(B = \infty\).

With respect to \(A\) we consider four cases.

**Case 1.** Let \(A = -\infty\) and set \(\alpha = \lim_{t \to -\infty} x(t)\). If \(\alpha = 0\), we have \(\lim_{t \to -\infty} x(t)x'(t) = k \lim_{t \to -\infty} x(x(t)) = kx(0) > 0\). Hence \(\lim_{t \to -\infty} x'(t) = \infty\), which is impossible. If \(\alpha > 0\) then \(x(\alpha) > 0\) and

\[
\alpha \lim_{t \to -\infty} x'(t) = k \lim_{t \to -\infty} x(x(t)) = kx(\alpha) > 0.
\]

Whence \(\lim_{t \to -\infty} x'(t) = \frac{kx(\alpha)}{\alpha} > 0\), which is impossible.

**Case 2.** Let \(-\infty < A < 0\). Assume \(J = [A, \infty)\). Since \(x > 0\) by the assumption of our lemma, \(x(A) > 0\) and so the problem (11), (12) with \(A\) instead of \(B\) has a unique solution \(y\) in a neighbourhood \(V\) of the point \(t = A\). We know that \(x\) is a solution of the above problem on \(J\), hence \(x(t) = y(t)\) for \(t \in J \cap V\). Consequently, the function \(z: J \cup V \to \mathbb{R}\),

\[
z(t) = \begin{cases} x(t) & \text{for } t \in J \\ y(t) & \text{for } t \in V \setminus J \end{cases}
\]

is a left continuation of \(x\), which is impossible. Therefore \(J = (A, \infty)\). Let \(\alpha = \lim_{t \to A^-} x(t)\). If \(\alpha > 0\) then the function \(z: [A, \infty) \to \mathbb{R}\),

\[
z(t) = \begin{cases} x(t) & \text{for } t \in (A, \infty) \\ \alpha & \text{for } t = A \end{cases}
\]

is a left continuation of \(x\) (see the first part of the proof of our lemma), a contradiction. Whence \(\alpha = 0\) and then from the equalities \(\lim_{t \to A^+} x(t)x'(t) = k \lim_{t \to A^+} x(x(t)) = kx(0) > 0\) it follows that \(\lim_{t \to A^+} x'(t) = \infty\).

**Case 3.** Let \(A = 0\). Suppose \(J = [0, \infty)\). Then \(x(0) > 0\) and applying the procedure as in the first part of Case 2 we can show that there exists a left continuation of \(x\), which is impossible. Therefore \(J = (0, \infty)\). Let \(\alpha = \lim_{t \to 0^+} x(t)\). Then \(\alpha \geq 0\) and if \(\alpha > 0\) then the function \(u: [0, \infty) \to \mathbb{R}\),

\[
u(t) = \begin{cases} x(t) & \text{for } t \in (0, \infty) \\ \alpha & \text{for } t = 0 \end{cases}
\]

is a left continuation of \(x\), which is impossible. Whence \(\lim_{t \to 0^+} x(t) = 0\).

**Case 4.** Let \(A > 0\). Suppose \(J = [A, \infty)\). Then \(x(t) \geq A\) for \(t \in [A, \infty)\) by Lemma 1. If \(x(A) = A\), then there exists a left continuation of \(x\) by
Lemma 5, a contradiction. If \( x(A) > A \), the problem (11), (12) with \( A \) instead of \( B \) has a unique solution on a neighbourhood of the point \( t = A \) and as in the first part of Case 2 we can prove that there exists a left continuation of \( x \), which is impossible. Hence \( J = (A, \infty) \). Let \( \alpha = \lim_{t \to A} x(t) \). Then the function \( w : [A, \infty) \to \mathbb{R} \),

\[
w(t) = \begin{cases} x(t) & \text{for } t \in (A, \infty) \\ \alpha & \text{for } t = A \end{cases}
\]

is a left continuation of \( x \), which is again impossible.

We have proved that \( J = (A, \infty) \) where \( A \in (-\infty, 0] \). It remains to verify that \( \lim_{t \to \infty} x(t) = \infty \). We know that \( x \) is increasing on \( J \). Suppose that \( \lim_{t \to \infty} x(t) = \gamma < \infty \). Then

\[
\lim_{t \to \infty} x'(t) = k \lim_{t \to \infty} \frac{x(x(t))}{x(t)} = k \frac{x(\gamma)}{\gamma} > 0,
\]

contrary to \( \lim_{t \to \infty} x(t) = \gamma \). Hence \( \lim_{t \to \infty} x(t) = \infty \).

**Lemma 7.** Let \( 0 < k < 1 \) and \( x \neq 0 \) be a nontrivial maximal solution of (1) on an interval \( J \). Then \( x(t) \neq 0 \) for \( t \in J \) and there exists \( A < 0 \) such that \( J = (A, \infty) \) provided \( x > 0 \) on \( J \) and \( J = (-\infty, -A) \) provided \( x < 0 \) on \( J \).

**Proof.** We first show that \( x(t) \neq 0 \) for \( t \in J \). If not, there exists \( t_0 \in J \) such that \( x(t_0) = 0 \). Then \( t_0 = 0 \) and \( x'(0) \neq 0 \) by Theorem 1 and Lemma 4. Since \( x'(0) = \lim_{t \in J, t \to 0} \frac{x(t)}{t} = \lim_{t \in J, t \to 0} \frac{x(x(t))}{x(t)} = \frac{1}{k} \lim_{t \in J, t \to 0} x'(t) \), there exists \( \varepsilon > 0 \) such that \( 0 < \frac{x'(t)}{kx'(0)} < \frac{2}{1+k} \) for \( t \in [-\varepsilon, \varepsilon] \cap J \). Then for these \( t \) we have

\[
|x(t)| = \left| \int_0^t x'(s) \, ds \right| \leq \frac{2k|x'(0)|}{1+k} |t|,
\]

and consequently

\[
|x'(0)| = \lim_{t \in J, t \to 0} \left| \frac{x(t)}{t} \right| \leq \frac{2k|x'(0)|}{1+k}.
\]

Hence \( 1 < \frac{2k}{1+k} \), a contradiction. Therefore \( x(t) \neq 0 \) for \( t \in J \). If \( x > 0 \) on \( J \) then, by Lemma 6, there exists \( A_+ \leq 0 \) such that \( J = (A_+, \infty) \). Let \( x < 0 \) on \( J \). Then the positive function \( y(t) = -x(-t) \), \( t \in I = \{ t : -t \in J \} \) is a maximal solution of (1) on \( I \) by Lemma 2 (with \( m = -1 \)). So \( I = (A_-, \infty) \) with some \( A_- \leq 0 \) and we have \( J = (-\infty, -A_-) \).
We have proved the assertions of our lemma with some $A \leq 0$. Assume that $A = 0$. Without loss of generality we can assume that $x > 0$ on $(0, \infty)$. Then $\lim_{t \to 0^+} x(t) = 0$ by Lemma 6. The next part of the proof is divided into three cases.

**Case 1.** Let $x(t) < t$ for $t \in (0, \infty)$. Define the continuous function $\tilde{x} : [0, \infty) \to [0, \infty)$ by the formula

$$
\tilde{x}(t) = \begin{cases} 
0 & \text{for } t = 0 \\
x(t) & \text{for } t \in (0, \infty)
\end{cases}
$$

and set

$$
\mu_0 = \min\{\mu : \mu \in [0, 1], \; \tilde{x}(t) \leq \mu t \text{ for } t \in [0, 1]\}.
$$

Then $\tilde{x}(t) \leq \mu_0 t$ for $t \in [0, 1]$ and $x > 0$ on $(0, \infty)$ implies $\mu_0 > 0$. Since $(x^2(t))' = 2kx(x(t)) \leq 2k\mu_0^2 t$ for $t \in (0, 1]$, integrating the inequality $(x^2(t))' \leq 2k\mu_0^2 t$ from $\varepsilon \in (0, t)$ to $t$ and letting $\varepsilon \to 0^+$ in the obtained inequality, we have $x^2(t) \leq k\mu_0^2 t^2$ for $t \in (0, 1)$. So $\tilde{x}(t) \leq \sqrt{k\mu_0 t}$ for $t \in [0, 1]$, contrary to the definition of $\mu_0$.

**Case 2.** Let $x(\tau) = \tau$ for some $\tau \in (0, \infty)$. Then $x'(\tau) = k < 1$ and so $x(t) < t$ on a right neighbourhood of the point $t = \tau$. If there exists $\xi > \tau$ such that $x(\xi) = \xi$ and $x(t) < t$ for $t \in (\tau, \xi)$, then $x'(\xi) \geq 1$, contrary to $x'(\xi) = k$. Therefore the equation $x(t) = t$ has the unique solution $t = \tau$ and $x(t) > t$ for $t \in (0, \tau)$ and $x(t) < t$ for $t \in (\tau, \infty)$. Define $F : (0, \infty) \to \mathbb{R}$ by

$$
(13) \quad F(t) = \int_t^{x(t)} \frac{1}{x(s)} \, ds.
$$

Then

$$
(14) \quad F'(t) = \frac{x'(t)}{x(x(t))} - \frac{1}{x(t)} = \frac{k - 1}{x(t)} < 0, \quad t \in (0, \infty)
$$

and, by the mean value theorem,

$$
F(t) = \frac{1}{x(\xi)}(x(\xi) - t) < \frac{1}{x(\xi)}(x(t) - t) = 1 - \frac{t}{x(t)} < 1, \quad t \in (0, \tau)
$$

since $\xi \in (t, x(t))$, $x$ is increasing on $(0, \infty)$ and $x(t) - t > 0$ for $t \in (0, \tau)$. Hence $F$ is decreasing on $(0, \infty)$ and bounded on $(0, \tau)$. Integrating the equality $F'(t) = \frac{k - 1}{x(t)}$ from $t_0$ to $t$, we get

$$
(15) \quad \int_t^{x(t)} \frac{1}{x(s)} \, ds - \int_{t_0}^{x(t_0)} \frac{1}{x(s)} \, ds = (k - 1) \int_{t_0}^t \frac{1}{x(s)} \, ds
$$
for \( t_0, \ t \in (0, \infty) \). From (15) and the boundedness of \( F \) on \((0, \tau)\) it follows that \( \int_{t_0}^{\tau} \frac{1}{x(s)} \, ds \) is convergent, and so \( \lim_{t_0 \to 0^+} \int_{t_0}^{x(t_0)} \frac{1}{x(s)} \, ds = 0 \). Letting \( t_0 \to 0^+ \) in (15) yields

\[
\int_{t}^{x(t)} \frac{1}{x(s)} \, ds = (k - 1) \int_{0}^{t} \frac{1}{x(s)} \, ds \quad \text{for} \ t \in (0, \infty).
\]

Setting \( t = \tau \) in (16) gives

\[
0 = \int_{\tau}^{x(t)} \frac{1}{x(s)} \, ds = (k - 1) \int_{0}^{t} \frac{1}{x(s)} \, ds,
\]

contrary to \( \int_{0}^{x(t)} \frac{1}{x(s)} \, ds > 0 \).

**Case 3.** Let \( x(t) > t \) for \( t \in (0, \infty) \). Let \( F \) be defined by (13). Then (16) holds and so

\[
\int_{0}^{x(t)} \frac{1}{x(s)} \, ds = k \int_{0}^{t} \frac{1}{x(s)} \, ds, \quad t \in (0, \infty),
\]

contrary to \( x(t) > t \) for \( t \in (0, \infty) \) and \( k \in (0, 1) \).

**Remark 4.** Let \( 0 < k < 1 \) and \( x > 0 \) be a maximal solution of (1) on an interval \((A, \infty)\), \( A < 0 \). Arguing as in **Case 2** of the proof of Lemma 7 we can verify that the equation \( x(t) = t \) has at most one solution. In addition, if \( x(a) = a \) for some \( a \in (A, \infty) \), then \( x(t) > t \) for \( t \in (A, a) \) and \( x(t) < t \) for \( t \in (a, \infty) \).

Let \( 0 < k < 1 \). For each positive maximal solution \( x \) of (1) on an interval \((A, \infty)\) define the function \( \Phi(t; x) : (A, \infty) \to \mathbb{R} \) by

\[
\Phi(t; x) = \int_{t}^{x(t)} \frac{1}{x(s)} \, ds.
\]

**Lemma 8.** Let \( 0 < k < 1 \) and \( x \) be a positive solution of (1) on an interval \((A, \infty)\). Then \( \Phi(t; x) \) is decreasing on \((A, \infty)\) and \( \lim_{t \to A^+} \Phi(t; x) < \infty \). If \( x(t) > t \) for \( t \in (A, \infty) \) then \( \lim_{t \to \infty} \Phi(t; x) = 0 \) and if \( \Phi(a; x) = 0 \) for some \( a \in (A, \infty) \) then \( \lim_{t \to \infty} \Phi(t; x) = -\infty \).

**Proof.** Since \( A < 0 \) by Lemma 7, \( x(t) > t \) on a right neighbourhood \( I \) of the point \( t = A \). From the equality (see (14))

\[
\Phi(t; x) = \frac{x'(t)}{x(x(t))} - \frac{1}{x(t)} = \frac{k - 1}{x(t)} < 0, \quad t \in (A, \infty),
\]
we deduce that \( \Phi(t; x) \) is decreasing on \((A, \infty)\) and \( \Phi(t; x) > 0 \) on \( I \). By Lemma 6, \( \lim_{t \to A^+} x(t) = 0 \) and consequently \( \lim_{t \to A^+} x(x(t)) = x(0) > 0 \). Hence \( x(x(t)) > x(0) \) on \((A, \infty)\) and from

\[
x^2(t) = 2k \int_A^t x(x(s)) \, ds > 2kx(0)(t - A), \quad t \in (A, \infty),
\]

we deduce that

\[
\frac{1}{x(t)} < \frac{1}{\sqrt{2kx(0)(t - A)}}, \quad t \in (A, \infty).
\]

Then \( \int_A^0 \frac{1}{x(t)} \, ds \) is convergent and so

\[
\lim_{t \to A^+} \Phi(t; x) = \int_A^0 \frac{1}{x(s)} \, ds < \infty.
\]

Let \( x(t) > t \) for \( t \in (A, \infty) \) and set \( \beta = \lim_{t \to \infty} \Phi(t; x) (\geq 0) \). If \( \beta > 0 \) then necessarily \( \int_A^\infty \frac{1}{x(s)} \, ds = \infty \) and we have

\[
\lim_{t \to \infty} \frac{\Phi(t; x)}{\int_A^t \frac{1}{x(s)} \, ds} = 0.
\]

On the other hand, by the L'Hospital rule

\[
(18) \quad \lim_{t \to \infty} \frac{\Phi(t; x)}{\int_A^t \frac{1}{x(s)} \, ds} = k - 1 < 0,
\]

a contradiction. Hence \( \lim_{t \to \infty} \Phi(t; x) = 0 \). Assume now that \( \Phi(a; x) = 0 \) for some \( a \in (A, \infty) \). Then \( x(a) = a \) and \( x(t) < t \) for \( t \in (a, \infty) \) (see Remark 4). Hence \( \frac{1}{x(t)} > \frac{1}{t} \) for \( t \in (a, \infty) \) which implies that \( \int_a^\infty \frac{1}{x(s)} \, ds = \infty \) and then (18) shows that \( \lim_{t \to \infty} \Phi(t; x) = -\infty \).

From Lemma 8 it follows that the set of positive maximal solutions of (1) is the union of two sets. The first set \( A_+ \) is formed by solutions \( x \) of (1) with \( \Phi(t; x) \) vanishing at a point. Solutions \( x \) of (1) for which \( \Phi(t; x) \) is positive (on the domain of \( x \)) belong to the second set. Next lemma is very important for a description of a structure of the set \( A_+ \).

**LEMMA 9.** Let \( 0 < k < 1 \). Then there exists the unique maximal solution \( x \) of (1) satisfying \( x(1) = 1 \). This solution \( x \) is defined on an interval \((A, \infty)\), \( A < 0 \), and has the following properties:
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\[ a) \quad x(t) > 0, \quad x'(t) > 0 \quad \text{for} \quad t \in (A, \infty) \quad \text{and} \]

\[ \lim_{t \to A^+} x(t) = 0, \quad \lim_{t \to A^+} x'(t) = \infty, \quad \lim_{t \to \infty} x(t) = \infty, \]

\[ b) \quad x(t) > t \quad \text{and} \quad x'(t) > k \quad \text{for} \quad t \in (A, 1), \]

\[ c) \quad x(t) < t \quad \text{and} \quad x'(t) < k \quad \text{for} \quad t \in (1, \infty), \]

\[ d) \quad x''(t) < 0 \quad \text{for} \quad t \in (A, \infty) \quad \text{and} \quad \lim_{t \to \infty} x'(t) = 0. \]

**Proof.** By Lemma 5, there exists the unique solution \( y \) of (1) on an interval \([1-e, 1+e] \), \( e > 0 \), and Lemma 7 shows that there exists a maximal solution \( x \) of (1) on an interval \((A, \infty) \), \( A < 0 \), which is a continuation of \( y \). The property a) of our lemma follows from Theorem 1 and Lemmas 6 and 7. Remark 4 gives that \( x(t) > t \) for \( t \in (A, 1) \) and \( x(t) < t \) for \( t \in (1, \infty) \). Therefore \( x(x(t)) > t \) for \( t \in (A, 1) \) and \( x(x(t)) < t \) for \( t \in (1, \infty) \) and then from \( x'(t) = k \frac{x(x(t))}{x(t)} \) we deduce that \( x'(t) > k \) for \( t \in (A, 1) \) and \( x'(t) < k \) for \( t \in (1, \infty) \).

From the equalities (see Remark 3)

\[ (19) \quad (x'(t))^2 + x(t)x''(t) = kx'(t)x'(x(t)) \quad \text{for} \quad t \in (A, \infty) \]

and \( x(1) = 1, \ x'(1) = k \) we see that \( x''(1) = k^2(k - 1) < 0 \). We first assume that \( x''(\xi) = 0 \) for a \( \xi \in (A, 1) \) and \( x'' < 0 \) on \([\xi, 1] \). Then \( x' \) is decreasing on \([\xi, 1] \) and since \( x(t) > t \) for \( t \in (A, 1) \), we have \( x'(x(\xi)) < x'(\xi) \). Now setting \( t = \xi \) in (19) we get \( x'(\xi) = kx'(x(\xi)) < kx'(\xi) \). Therefore \( 1 < k \), a contradiction. Suppose \( x''(\eta) = 0 \) for an \( \eta \in (1, \infty) \) and \( x'' < 0 \) on \([1, \eta] \). Since \( x(t) < t \) for \( t \in (1, \infty) \), we have \( x''(x(\eta)) < 0 \). Differentiating (19), we get

\[ 3x'(t)x''(t) + x(t)x'''(t) = kx''(t)x'(x(t)) + k(x'(t))^2x''(x(t)), \quad t \in (A, \infty). \]

Setting \( t = \eta \) in the last equality, \( x(\eta)x'''(\eta) = k(x'(\eta))^2x''(x(\eta)) < 0 \). Then \( x'''(\eta) < 0 \), which is impossible. We have proved that \( x'' < 0 \) on \((A, \infty) \). Consequently, \( x' \) is decreasing on \((A, \infty) \) and let \( \lim_{t \to \infty} x'(t) = \gamma (\geq 0) \). We conclude from the equality \( x(x(t)) = x(t) + x'(\tau(t))(x(t) - t) \) for \( t \in (1, \infty) \) where \( x(t) < \tau(t) < t \) that \( x(t)x'(t) = k[x(t) + x'(\tau(t))(x(t) - t)] \) and

\[ x'(t) = k[1 + x'(\tau(t))(1 - \frac{t}{x(t)})] \]

for \( t \in (1, \infty) \). Assume \( \gamma > 0 \). Then

\[ \lim_{t \to \infty} \frac{t}{x(t)} = \lim_{t \to \infty} \frac{1}{x'(t)} = \frac{1}{\gamma} \]
by the L'Hospital rule and \( \lim_{t \to \infty} x'(\tau(t)) = \lim_{t \to \infty} x'(t) = \gamma \). Consequently,

\[
\gamma = \lim_{t \to \infty} x'(t) = k \lim_{t \to \infty} \left[ 1 + x'(\tau(t)) \left( 1 - \frac{t}{x(\ell)} \right) \right] = k \left[ 1 + \gamma \left( 1 - \frac{1}{\gamma} \right) \right] = k \gamma,
\]

which is impossible. Hence \( \gamma = 0 \).

It remains to prove that \( x \) is determined by \( y \) uniquely. Let \( w \) be a maximal solution of (1) on an interval \((B, \infty)\) which is a continuation of \( y \) and let \( x \neq w \). Of course, \( B < 0 \). Since \( x(t) = w(t) \) for \( t \in [1 - \varepsilon, 1 + \varepsilon] \), there exists \( \xi \in (A, 1 - \varepsilon) \cup (1 + \varepsilon, \infty) \) such that \( x(\xi) \neq w(\xi) \). First assume \( \xi > 1 + \varepsilon \). Then there exists \( \xi_1 \in [1 + \varepsilon, \xi) \) such that \( x(t) = w(t) \) for \( t \in [1, \xi_1] \) and \( \max\{|x(s) - w(s)| : \xi_1 \leq s \leq t\} > 0 \) for \( t \in (\xi_1, \xi] \). Without loss of generality we can assume that \( w(\xi) \leq \xi_1 \) since \( w(t) < t \) for \( t > 1 \). Set

\[
R(t) = \max\{|x(s) - w(s)| : \xi_1 \leq s \leq t\} \quad \text{for } t \in [\xi_1, \xi].
\]

Then \( R \) is continuous, \( R(\xi_1) = 0 \) and \( R(t) > 0 \) for \( t \in (\xi_1, \xi] \). We see that

\[
|x(x(t)) - w(w(t))| \leq |x(x(t)) - x(w(t))| + |x(w(t)) - w(w(t))| = x'(\eta)|x(t) - w(t)| \leq k|x(t) - w(t)|
\]

for \( t \in [\xi_1, \xi] \) and \( \eta \) lying between \( x(t) \) and \( w(t) \) since \( x' < k \) on \((1, \infty)\) and \( x(w(t)) - w(w(t)) = 0 \) for \( t \in [\xi_1, \xi] \) which follows from \( w(\xi) \leq \xi_1 \). Then (for \( t \in [\xi_1, \xi] \))

\[
x(t) + w(t) \geq 2x(\xi_1),
\]

\[
|x^2(t) - w^2(t)| = 2k \int_{\xi_1}^{t} (x(s) - w(s)) ds \leq 2k^2 \int_{\xi_1}^{t} |x(s) - w(s)| ds,
\]

and consequently

\[
|x(t) - w(t)| = \frac{|x^2(t) - w^2(t)|}{x(t) + w(t)} \leq \frac{k^2}{x(\xi_1)} \int_{\xi_1}^{t} |x(s) - w(s)| ds \leq \frac{k^2}{x(\xi_1)} R(t)(t - \xi_1).
\]

Hence

\[
R(t) \leq \frac{k^2}{x(\xi_1)} R(t)(t - \xi_1), \quad t \in [\xi_1, \xi]
\]

and then

\[
1 \leq \frac{k^2}{x(\xi_1)} (t - \xi_1)
\]
for \( t \in (\xi_1, \xi] \), which is impossible.

Let \( \xi < 1 - \varepsilon \). Then there exists \( \xi_2 \in (\xi, 1 - \varepsilon] \) such that \( x(t) = w(t) \) for \( t \in [\xi_2, 1] \) and \( \max\{|x(s) - w(s)| : t \leq s \leq \xi_2\} > 0 \) for \( t \in [\xi, \xi_2) \). Without loss of generality we can assume that \( w(\xi) \geq \xi_2 \) since \( w(t) > t \) for \( t \in (B, 1) \).

Set

\[
c = \max\{x'(t) : t \in [\min\{x(\xi), w(\xi)\}, 1]\}
\]

and

\[
S(t) = \max\{|x(s) - w(s)| : t \leq s \leq \xi_2\} \quad \text{for} \quad t \in [\xi, \xi_2].
\]

Then \( S(\xi_2) = 0 \) and \( S > 0 \) on \( [\xi, \xi_2) \). From the relations

\[
x(t) + w(t) \geq \min\{x(\xi), w(\xi)\} = L,
\]

\[
|x(x(t)) - w(w(t))| = |x(x(t)) - x(w(t))| = x'(r)|x(t) - w(t)| \leq c|x(t) - w(t)|
\]

and

\[
|x^2(t) - w^2(t)| = 2k \int_t^{\xi_2} |x(s) - w(s)| \, ds \leq 2ck \int_t^{\xi_2} |x(s) - w(s)| \, ds
\]

for \( t \in [\xi, \xi_2] \), where \( r \) lies between \( x(t) \) and \( w(t) \), we deduce that

\[
|x(t) - w(t)| \leq \frac{2ck}{L} \int_t^{\xi_2} |x(s) - w(s)| \, ds \leq \frac{2ck}{L} S(t)(\xi_2 - t)
\]

and \( S(t) \leq \frac{2ck}{L} S(t)(\xi_2 - t) \) for \( t \in [\xi, \xi_2] \). Then

\[
1 \geq \frac{2ck}{L} (\xi_2 - t) \quad \text{for} \quad t \in [\xi, \xi_2),
\]

a contradiction. Hence \( x = y \). \( \square \)

Let \( 0 < k < 1 \). Lemma 7 shows that any nontrivial maximal solution of (1) is either positive or negative on its interval of definition. Applying Lemma 2 we can determine the set of all negative positive solutions of (1) by the set of all positive maximal solutions of (1). In addition, by Lemma 8, for each positive maximal solution \( x \) of (1) on an interval \((A, \infty)\), the function \( \Phi \) defined by (17) satisfies either \( \lim_{t \to \infty} \Phi(t; x) = -\infty \) or \( \lim_{t \to \infty} \Phi(t; x) = 0 \) accordingly \( x(a) = a \) for some \( a \in (A, \infty) \) or \( x(t) > t \) for \( t \in (A, \infty) \).

We recall that by \( \mathcal{A}_+ \) we denoted the set of positive maximal solutions of (1) for which \( \lim_{t \to \infty} \Phi(t; x) = -\infty \), that is \( \mathcal{A}_+ \) is the set of positive
maximal solutions $x$ of (1) for which the equation $x(t) - t = 0$ has a (unique) solution. Analogously, let $A_-$ denote the set of negative maximal solutions $x$ of (1) for which the equation $x(t) - t = 0$ is solvable. Finally, let $x_+$ be the unique maximal solution of (1) on $(A_+, \infty)$, $A_+ < 0$, satisfying the condition $x_+(1) = 1$. The existence and uniqueness of $x_+$ follows from Lemma 9. In the next Theorems 2 and 3 we will describe the structure of the sets $A_+$ and $A_-$. 

THEOREM 2. Let $0 < k < 1$ and set

(20) $x_a(t) = ax_+(\frac{t}{a})$ for $t \in (aA_+, \infty)$, $a > 0$.

Then $A_+ = \{x_a : a \in (0, \infty)\}$.

Proof. Set $B = \{x_a : a \in (0, \infty)\}$. Fix $a \in (0, \infty)$. By Lemma 2, $x_a$ defined by (20) is a positive maximal solution of (1) on $(aA_+, \infty)$ and $x_a(a) = ax_+(1) = a$. Hence $x_a \in A_+$ and so $B \subset A_+$. Let $y \in A_+$. Then $y$ is a positive maximal solution of (1) on an interval $(B, \infty)$ and $y(b) = b$ for a (unique) $b \in (B, \infty)$. Clearly, $b > 0$. Now the function $\bar{x}(t) = \frac{1}{b}y(bt)$, $t \in \{t : -t \in I\}$, is a positive maximal solution of (1) on $I$ by Lemma 2 and $\bar{x}(1) = 1$. Thus $x_+ = \bar{x}$ by Lemma 9, and consequently $x_+(t) = \frac{1}{b}y(bt)$ for $t \in (A_+, \infty)$ which yields $y = x_b$. Consequently, $A_+ \subset B$. We have proved that $B = A_+$.

Theorem 3. Let $0 < k < 1$ and set

(21) $x_b(t) = bx_+(\frac{t}{b})$ for $t \in (-\infty, bA_+)$, $b < 0$.

Then $A_- = \{x_b : b \in (-\infty, 0)\}$.

Proof. From Lemmas 2 and 7 we deduce that $z$ is a negative maximal solution of (1) on an interval $J$ and the equation $z(t) - t = 0$ has a (unique) solution if and only if $x(t) = -z(-t)$, $t \in I = \{t : -t \in J\}$, is a maximal positive solution of (1) on $I$ and the equation $x(t) - t = 0$ has a (unique) solution. Hence, for each $b \in (-\infty, 0)$, the function $x_b$ defined by (21) belongs to the set $A_-$ and so the assertion of our theorem follows immediately from Theorem 2.

Remark 5. Theorems 2 and 3 and properties of $x_+$ given in Lemma 9 show that for each $c \in \mathbb{R} \setminus \{0\}$ there exists exactly one maximal solution $x$ of (1) on an interval $J$ such that $\lim_{t \in J, t \to c} x(t) = 0$ and the equation $x(t) - t = 0$ has a (unique) solution.

4. Equation $x(t)x'(t) = kx(x(t))$, $-1 < k < 0$. Let $-1 < k < 0$ and $x$ be a nontrivial maximal solution of (1) on an interval $J$. By Theorem 1, $x(t) \neq 0$ and $x'(t) < 0$ for $t \in J$. Hence either $x > 0$ or $x < 0$ on $J$. 
Lemma 10. Let \(-1 < k < 0\) and \(x > 0\) be a maximal solution of (1) on an interval \(J\). Then \(J = [A, B]\), where \(0 < A < B\) and \(x(A) = B, x(B) = A, x' < 0, x'' < 0\) on \([A, B]\) and there exists a unique \(a \in (A, B)\) such that \(x(a) = a\).

Proof. By Theorem 1, \(x'(t) < 0\) for \(t \in J\) and from the equality \((x')^2 + xx'' = kx'(x)x' < 0\) it follows: \(x''(t) < 0\) for \(t \in J\). If \(\sup\{t : t \in J\} = \infty\) then \(\lim_{t \to \infty} x(t) \geq 0\), contrary to \(\lim_{t \to \infty} x'(t) < 0\) since \(x'\) is decreasing on \(J\). Assume that \(\inf\{t : t \in J\} = -\infty\). If \(\lim_{t \to -\infty} x(t) = \infty\) then \(J = \mathbb{R}\) by Lemma 1, contrary to \(\sup\{t : t \in J\} < \infty\). Therefore \(\lim_{t \to -\infty} x(t) = \alpha \in (0, \infty)\), and so \(\lim_{t \to -\infty} x'(t) = 0\).

From
\[
0 = \lim_{t \to -\infty} x(t)x'(t) = k \lim_{t \to -\infty} x(x(t)) = k \lim_{t \to -\infty} x(t)
\]
we see that \(\lim_{t \to -\infty} x(t) = 0\). Since \(\lim_{t \to -\infty} x(t) = \alpha\), \(\lim_{t \to \alpha^-} x(t) = 0\), \((-\infty, \alpha) \subset J\) and \(x\) is decreasing on \(J\), there exists a unique \(t_0 \in (0, \alpha)\) such that \(x(t_0) = t_0\). We now set
\[
p(t) = \int_{x(t)}^{t} \frac{1}{x(s)} \, ds \quad \text{for } t \in J.
\]
Then
\[
p'(t) = \frac{1}{x(t)} - \frac{x'(t)}{x(x(t))} = \frac{1 - k}{x(t)}, \quad t \in J
\]
and integrating the equality \(p'(t) = \frac{1 - k}{x(t)}\) from \(t_0\) to \(t \in J\) it is easy to check that
\[
\int_{x(t_0)}^{t} \frac{1}{x(s)} \, ds = -k \int_{x(t_0)}^{t} \frac{1}{x(s)} \, ds \quad \text{for } t \in J.
\]
Letting \(t \to \alpha^-\) in (22) yields \(\int_{x(t_0)}^{t} \frac{1}{x(s)} \, ds = -k \int_{x(t_0)}^{t} \frac{1}{x(s)} \, ds\). Since \(\int_{x(t_0)}^{t} \frac{1}{x(s)} \, ds < \infty\), it follows that
\[
\int_{x(t_0)}^{\alpha} \frac{1}{x(s)} \, ds < \infty.
\]
Letting \(t \to -\infty\) in (22) we get \(\int_{x(t_0)}^{t} \frac{1}{x(s)} \, ds = k \int_{-\infty}^{t_0} \frac{1}{x(s)} \, ds\). Since \(\frac{1}{x(t)} > \frac{1}{\alpha}\) for \(t \in J\), we see that \(\int_{x(t_0)}^{t} \frac{1}{x(s)} \, ds = \infty\). Consequently, \(\int_{x(t_0)}^{\alpha} \frac{ds}{x(s)} = \infty\), contrary to (23). Hence \(\inf\{t : t \in J\} > -\infty\). Set
\[
\inf\{t : t \in J\} = A, \quad \sup\{t : t \in J\} = B.
\]
Then \(-\infty < A < B < \infty\). Assume that \(J \neq [A, B]\). Let \(\lim_{t \to A^+} x(t) = B_1\) and \(\lim_{t \to B^-} x(t) = A_1\) (for \(A \in J\) we have \(B_1 = x(A)\) and for \(B \in J\) we have \(A_1 = x(B)\)). Then \([A_1, B_1] \subset [A, B]\) and arguing as in the proof of Lemma 6 we can verify that the function \(w : [A, B] \to [A, B]\),

\[
w(t) = \begin{cases} 
B_1 & \text{for } t = A \\
x(t) & \text{for } t \in (A, B) \\
A_1 & \text{for } t = B
\end{cases}
\]
is a continuation of \(x\), a contradiction. Whence \(J = [A, B]\). Assume, on the contrary, \(x(A) < B\) (the case \(x(B) > A\) can be treated in a similar way).

Consider the problem

\[
z' = k \frac{x(z)}{z},
\]

\(z(A) = x(A)\).

This problem has a unique solution \(z\) in a neighbourhood \(\mathcal{U}\) of the point \(t = A\) and the function

\[
u(t) = \begin{cases} 
x(t) & \text{for } t \in J \\
z(t) & \text{for } t \in \mathcal{U} \setminus J
\end{cases}
\]
is a left continuation of \(x\), a contradiction. We have proved that \(x(A) = B\) and \(x(B) = A\) and since \(x > 0\) on \(J\), we have \(A = x(B) > 0\).

Assume that \(x(t) \neq t\) for \(t \in [A, B]\), for example let \(x(t) > t\) for \(t \in [A, B]\). Then

\(B = x(A) > A, \quad A = x(B) > B,\)

which is impossible. Hence \(x(a) = a\) for some \(a \in (A, B)\) and the uniqueness of \(a\) follows from the fact that \(x\) is decreasing on \([A, B]\).

**Lemma 11.** Let \(-1 < k < 0\). Then there exists the unique maximal solution \(x\) of (1) on an interval \([a, b]\), \(0 < a < 1 < b\), such that \(x(1) = 1\).

**Proof.** By Lemma 5, there exists the unique solution \(x_1\) of (1) on an interval \([1 - \varepsilon, 1 + \varepsilon]\), \(\varepsilon > 0\), such that \(x_1(1) = 1\). Let \(x, y\) be maximal solutions of (1) which are the continuations of \(x_1\). By Lemma 10, \(x\) and \(y\) are defined on intervals \([a_1, b_1]\) and \([a_2, b_2]\), respectively, \(0 < a_1 < 1 < b_1, 0 < a_2 < 1 < b_2\) and \(x(a_1) = b_1, x(b_1) = a_1, y(a_2) = b_2, y(b_2) = a_2, x' < 0\) on \([a_1, b_1]\) and \(y' < 0\) on \([a_2, b_2]\). Assume that \(x \neq y\) and set

\(\alpha = \min\{t : x(s) = y(s) \text{ for } t \leq s \leq 1\},\)
\[ \beta = \max \{ t : x(s) = y(s) \text{ for } 1 \leq s \leq t \} \]

Then \( \alpha \leq 1 - \varepsilon, \beta \geq 1 + \varepsilon \) and from the equalities
\[
0 = x(t)x'(t) - y(t)y'(t) = k \left( x(x(t)) - y(y(t)) \right)
= k \left( x(x(t)) - x(y(t)) + x(y(t)) - y(y(t)) \right)
= k \left( x(y(t)) - y(y(t)) \right)
\]
for \( t \in [\alpha, \beta] \), we deduce that \( \alpha \leq y(t) \leq \beta \) for \( t \in [\alpha, \beta] \). To prove that
\[(24) \quad x(\alpha) = y(\alpha) = \beta, \quad x(\beta) = y(\beta) = \alpha, \]
we assume for example that \( x(\alpha) = y(\alpha) < \beta \) (the case \( x(\beta) = y(\beta) > \alpha \) is treated similarly). Then \( y(\alpha - \tau) \leq \beta, x(\alpha - \tau) \leq \beta \) with some \( \tau > 0 \) and for \( t \in [\alpha - \tau, \alpha] \) we have
\[
x(t)x'(t) - y(t)y'(t) = k \left( x(x(t)) - x(y(t)) + x(y(t)) - y(y(t)) \right)
= k \left( x(\eta)(x(t) - y(t)) \right)
\]
where \( \eta \) lies between \( x(t) \) and \( y(t) \). Therefore
\[(25) \quad (x^2(t) - y^2(t))' = \frac{2kx'(\eta)}{x(t) + y(t)}(x^2(t) - y^2(t)) \]
for \( t \in [\alpha - \tau, \alpha] \). Set
\[
K = \frac{2|k| \max \{|x'(t)| : a_1 < t < b_1 \}}{a_1 + a_2},
\]
\[
R(t) = \max \{|x^2(s) - y^2(s)| : t \leq s \leq \alpha \} \quad \text{for } t \in [\alpha - \tau, \alpha].
\]
Then \( R(\alpha) = 0, R > 0 \) on \( [\alpha - \tau, \alpha] \) and from (25) it follows that
\[
|x^2(t) - y^2(t)| \leq K \int_t^\alpha |x^2(s) - y^2(s)| \, ds \leq KR(t)(\alpha - t)
\]
and
\[
R(t) \leq KR(t)(\alpha - t)
\]
for \( t \in [\alpha - \tau, \alpha] \). Consequently, \( 1 \leq K(\alpha - t) \) for \( t \in [\alpha - \tau, \alpha] \), which is impossible. Therefore (24) is true.
Since \( x \neq y \), by our assumption, and \( x(\alpha) = y(\alpha) = \beta, y(\beta) = x(\beta) = \alpha \) by (24), we see that \( a_i < \alpha, \beta < b_i \) for \( i = 1, 2 \). Set

\[
M_-(t) = \max\{|x(s) - y(s)| : t \leq s \leq \alpha\} \quad \text{for} \ t \in [\max\{a_1, a_2\}, \alpha],
\]

\[
M_+(t) = \max\{|x(s) - y(s)| : \beta \leq s \leq t\} \quad \text{for} \ t \in [\beta, \min\{b_1, b_2\}].
\]

Then \( M_-(\alpha) = 0, M_-(t) > 0 \) for \( t \in [\max\{a_1, a_2\}, \alpha] \), \( M_+(\beta) = 0 \) and \( M_+(t) > 0 \) for \( t \in (\beta, \min\{b_1, b_2\}] \). Since \( x' < 0 \) and \( x'' < 0 \) on \([a_1, b_1]\) by Lemma 10 and \( x'(b_1) = k \frac{x(x(b_1))}{x(x)} = k \frac{b_1}{a_1} \), we have \( |x'(t)| \leq |k| \frac{b_1}{a_1} \) for \( t \in [a_1, b_1] \).

In addition, \( x(t) + y(t) \geq a_1 + a_2 \) for \( t \in [\max\{a_1, a_2\}, \min\{b_1, b_2\}] \). From the equalities

\[
x^2(t) - y^2(t) = 2k \int_\beta^t (x(x(s)) - y(y(s))) \, ds,
\]

\[
x(x(t)) - y(y(t)) = x'(\varphi)(x(t) - y(t)) + x(y(t)) - y(y(t))
\]

(here \( \varphi \) lies between \( x(t) \) and \( y(t) \)), we deduce that (for \( t \in [\beta, \min\{b_1, b_2\}] \))

\[
x(t) - y(t)
\]

\[
= \frac{2k}{x(t) + y(t)} \int_\beta^t \left(x'(\varphi)(x(s)) - y(s)\right) + x(y(s)) - y(y(s)) \right) \, ds
\]

and

\[
|x(t) - y(t)| \leq TM_+(t)(t - \beta) + L \int_\beta^t |x(y(s)) - y(y(s))| \, ds
\]

where

\[
T = \frac{2k^2 b_1}{a_1(a_1 + a_2)}, \quad L = \frac{2|k|}{a_1 + a_2}.
\]

Then

\[
M_+(t) \leq TM_+(t)(t - \beta) + L \int_\beta^t |x(y(s)) - y(y(s))| \, ds
\]

and

\[
M_+(t)(1 - T(t - \beta)) \leq L \int_\beta^t |x(y(s)) - y(y(s))| \, ds
\]
for \( t \in [\beta, \min\{b_1, b_2\}] \). Hence

\[
(28) \quad |x(t) - y(t)| \leq M_+(t) \leq 2L \int_{\beta}^{t} |x(y(s)) - y(y(s))| \, ds
\]

for \( t \in [\beta, \min\{b_1, b_2, \beta + \frac{1}{2T}\}] \).

From the equality

\[
x(t) - y(t) = \frac{2k}{x(t) + y(t)} \int_{t}^{\alpha} \left( x'(\theta)(x(s) - y(s)) + x(y(s)) - y(y(s)) \right) \, ds
\]

which can be proved similarly to (26), we obtain

\[
(29) \quad |x(t) - y(t)| \leq T \int_{t}^{\alpha} |x(s) - y(s)| \, ds + L \int_{t}^{\alpha} |x(y(s)) - y(y(s))| \, ds
\]

for \( t \in [\max\{a_1, a_2\}, \alpha] \), where \( T \) and \( L \) are defined by (27). Since \( y \) is decreasing and \( y(\alpha) = \beta \) by (24), there exists \( c > 0 \) such that \( y(t) \in [\beta, \min\{b_1, b_2, \beta + \frac{1}{2T}\}] \) for \( t \in [\alpha - c, \alpha] \), and consequently for these \( t \) we have (cf. (28) and (29))

\[
|x(t) - y(t)|
\]

\[
(30) \quad \leq T \int_{t}^{\alpha} |x(s) - y(s)| \, ds + 2L^2 \int_{t}^{\alpha} \int_{\beta}^{y(s)} |x(y(\tau)) - y(y(\tau))| \, d\tau \, ds.
\]

From \( y(y(\alpha)) = \alpha \), \( y'(\alpha) = k_{\alpha}^{\alpha} \), \( y'(\beta) = k_{\alpha}^{\beta} \) and

\[
(y(y(t)))'_{t=\alpha} = y'(\beta)y'(\alpha) = k^2 < 1
\]

we see that without loss of generality we can assume \( y(y(t)) \geq t \) for \( t \in [\alpha - c, \alpha] \). Then

\[
\int_{t}^{\alpha} \int_{\beta}^{y(s)} |x(y(\tau)) - y(y(\tau))| \, d\tau \, ds
\]

\[
(31) \quad = \int_{t}^{\alpha} \int_{y(y(s))}^{\alpha} |x(\tau) - y(\tau)||y^{-1}(\tau)|' \, d\tau \, ds
\]

\[
\leq m \int_{t}^{\alpha} \int_{s}^{\alpha} |x(\tau) - y(\tau)| \, d\tau \, ds \leq \frac{m}{2} (\alpha - t)^2 M_-(t)
\]

for \( t \in [\alpha - c, \alpha] \) where \( m = \max\{|(y^{-1}(t))'| : a_2 \leq t \leq b_2\} > 0 \). Now from (30) and (31) we obtain

\[
|x(t) - y(t)| \leq T \int_{t}^{\alpha} |x(s) - y(s)| \, ds + L^2 m(\alpha - t)^2 M_-(t)
\]

\[
\leq (T + L^2 m(\alpha - t))(\alpha - t)M_-(t)
\]
for \( t \in [\alpha - c, \alpha] \). Hence

\[
M_-(t) \leq (T + L^2 m(\alpha - t))(\alpha - t)M_-(t), \quad t \in [\alpha - c, \alpha]
\]

and 1 \leq (T + L^2 m(\alpha - t))(\alpha - t) for \( t \in [\alpha - c, \alpha] \), which is impossible. We have proved that \( \alpha = a_1 = a_2 \) and \( \beta = b_1 = b_2 \), and so \( x = y \).

Let \(-1 < k < 0\). By Lemmas 10 and 11, there exists the unique maximal solution \( x_- \) of (1) on an interval \([A, B]\) such that \( x_-(1) = 1\). In addition, \( 0 < A < 1 < B \), \( x_-(A) = B \), \( x_-(B) = A \) and \( x'_- < 0 \), \( x''_- < 0 \) on \([A, B]\). In the next two theorems we describe by \( x_- \) the set of all nontrivial maximal solutions \( x \) of (1) with \( k \in (-1, 0) \)

**Theorem 4.** Let \(-1 < k < 0\) and set

\[
x_a(t) = ax_-(\frac{t}{a}) \quad \text{for} \quad t \in [aA, aB], \quad a > 0.
\]

Then \( B_+ = \{x_a : a \in (0, \infty)\} \) is the set of all positive maximal solutions of (1).

**Proof.** Let \( a \in (0, \infty) \) and \( x_a \) be defined on \([aA, aB]\) by (32). Then \( x_a \) is a positive maximal solution of (1) on the interval \([aA, aB]\) by Lemma 2, and \( x_a(a) = ax_-(1) = a \). Suppose that \( y \) is another positive maximal solution of (1) on an interval \( J \) such that \( y(a) = a \). Then \( J = [A_0, B_0] \), \( 0 < A_0 < a < B_0 \), by Lemma 10, and the function \( \tilde{x} : [\frac{A_0}{a}, \frac{B_0}{a}] \to \mathbb{R}, \quad \tilde{x}(t) = \frac{1}{a}y(at) \) is a maximal solution of (1) on the interval \([\frac{A_0}{a}, \frac{B_0}{a}]\) by Lemma 2, and \( \tilde{x}(1) = 1 \). Thus \( \tilde{x} = x_- \) by Lemma 11, and consequently \( y = x_a \). Let \( z \) be a positive maximal solution of (1). Then \( z(c) = c \) for a (unique) \( c \in \mathbb{R} \) by Lemma 10, and from the above considerations we see that \( x = x_c \). Hence \( B_+ = \{x_a : a \in (0, \infty)\} \) is the set of all maximal positive solutions of (1).

**Theorem 5.** Let \(-1 < k < 0\) and set

\[
x_b(t) = bx_-(\frac{t}{b}) \quad \text{for} \quad t \in [bB, bA], \quad b < 0.
\]

Then \( B_- = \{x_b : b \in (-\infty, 0)\} \) is the set of all negative maximal solutions of (1).

**Proof.** Let \( b \in (-\infty, 0) \) and \( x_b \) be defined by (33). Then \( x_b(b) = b \) and Lemma 2 implies that \( x_b \) is a negative maximal solution of (1) on the interval \([bB, bA]\). Arguing as in the proof of Theorem 4 we can verify that for any negative maximal solution \( y \) of (1) there exists \( c \in (-\infty, 0) \) such that \( y = x_c \).
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